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Abstract

This PhD research thesis proposes novel and efficient combinatorial optimization-based solu-

tion methods for the (α, β)-k Feature Set Problem. The (α, β)-k Feature Set Problem is a

combinatorial optimization-based feature selection approach proposed in 2004, and has several

applications in computational biology and Bioinformatics. The (α, β)-k Feature Set Problem

aims to select a minimum cost set of features such that similarities between entities of the same

class and differences between entities of different classes are maximized.

The developed solution methods of this research include heuristic and exact methods. While

this research focuses on utilizing exact methods, we also developed mathematical properties,

and heuristics and problem-driven local searches and applied them in certain stages of the exact

methods in order to guide exact solvers and deliver high quality solutions. The motivation

behind this stems from computational difficulty of exact solvers in providing good quality

solutions for the (α, β)-k Feature Set Problem. Our proposed heuristics deliver very good

quality solutions including optimal, and that in a reasonable amount of time.

The major contributions of the presented research include: 1) investigating and exploring

mathematical properties and characteristics of the (α, β)-k Feature Set Problem for the first

time, and utilizing those in order to design and develop algorithms and methods for solving large

instances of the (α, β)-k Feature Set Problem; 2) extending the basic modeling, algorithms and

solution methods to the weighted variant of the (α, β)-k Feature Set Problem (where features

have a cost); and, 3) developing algorithms and solution methods that are capable of solving

large instances of the (α, β)-k Feature Set Problem in a reasonable amount of time (prior to

this research, many of those instances pose a computational challenge for the exact solvers).

To this end, we showed the usefulness of the developed algorithms and methods by applying

them on three sets of 346 instances, including real-world, weighted, and randomly generated

instances, and obtaining high quality solutions in a short time. To the best of our knowledge,

the developed algorithms of this research have obtained the best results for the (α, β)-k Feature

Set Problem. In particular, they outperform state-of-the-art algorithms and exact solvers, and

have a very competitive performance over large instances because they always deliver feasible

solutions, and obtain new best solutions for a majority of large instances in a reasonable amount

of time.

xv



xvi



Awards, Publications, and

Outcomes

Part of the material presented in this research thesis has been already presented, and published

in peer-reviewed conferences. The list of publications and presentations is provided below. It

is worth mentioning that during my PhD studies I won one major award of the University of

Newcastle for conducting an outstanding original research on the (α, β)-k Feature Set Problem.

Awards

1. Winner of the “2015 Research Poster Prize Competition”, awarded by Faculty of Engi-

neering and Built Environment, University of Newcastle, 2015.

2. Two PGRSS travel grants (approximately, $4,500), awarded by the Faculty of Engineering

and Built Environment, University of Newcastle, 2016.

Conference proceedings

1. “Tight lower bounds and a hybrid heuristic for a problem of selecting features”, orally

presented at EURO 2016 International Conference (peer-reviewed). Poznan, 3 – 6 July

2016.

2. “An optimization approach towards selecting features in biological datasets”, orally pre-

sented at 24th National Conference of the Australian Society for Operations Research

(peer-reviewed). Canberra, 16 – 18 November 2016.

xvii



Working papers

1. “Efficient solution methods for the Min k (α, β)-k Feature Set Problem” (75% complete;

will be submitted to an international journal in next few months).

2. “A heuristic algorithm for the (α, β)-k Feature Set Problem” (80% complete; will be

submitted to a top tier journal in the next few weeks).

xviii


